Ensemble Learning Models for Prediction of Punching Shear Strength in RC Slab-Column Connections
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Abstract

In reinforced concrete (RC) structures, accurate prediction of the punching shear strength (PSS) of slab-column connections is imperative for ensuring safety. The existing equations in the literature show variability in defining parameters influencing PSS. They neglect potential variable interactions and rely on a limited dataset. This study aims to develop an accurate and reliable model to predict the PSS of slab-column connections. An extensive dataset, including 616 experimental results, was collected from earlier studies. Six robust ensemble machine learning techniques—random forest, gradient boosting, extreme gradient boosting, adaptive boosting, gradient boosting with categorical feature support, and light gradient boosting machines—are employed to predict the PSS. The findings indicate that gradient boosting stands out as the most accurate method compared to other prediction models and existing equations in the literature, achieving a coefficient of determination of 0.986. Moreover, this study utilizes techniques to explain machine learning predictions. A feature importance analysis is conducted, wherein it is observed that the reinforcement ratio and compressive strength of concrete demonstrate the highest influence on the PSS output. SHapley Additive exPlanation is conducted to represent the influence of variables on PSS. A graphical user interface for PSS prediction was developed for users’ convenience.
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1. Introduction

The connection between reinforced concrete (RC) slabs and columns is a crucial feature of structural systems that requires a meticulous and precise design process. Punching shear and flexural failure are common failure modes in RC slab-column connections. When a concentrated load is exerted onto an RC slab, this leads to the creation of a shear cone around the column, ultimately causing punching failure (see Figure 1) [1]. Punching failure happens in a way that makes the slab crack along critical planes that go through the slab from its compression to tension surfaces in an oblique direction [2, 3]. This failure is immense, sudden, and detrimental; no apparent signs were observed before the collapse. Hence, the reliable prediction of the punching shear capacity (PSC) of RC slab-column connections is important in the design of RC slab-column connections.
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Several codes and literature resources offer empirical equations/models to estimate the PSC of RC slab-column connections [4–6]. These equations are typically developed based on experimental records using traditional analyses (e.g., linear regression or trend curve models). Traditional regression analyses typically involved statistical fitting based on individually assessing the connection between PSC and each design variable. Consequently, potential interactions between different variables were not taken into account [7]. A significant debate surrounds the identification of the optimal predictive model for PSC in RC slab-column connections [8, 9]. Notably, design codes showed considerable disparities when compared to experimentally measured PSC [9]. It is important to note that the data used to develop any formula is limited to a fraction of the experiments conducted prior to the date of its development. To obtain a reliable prediction for PSC of RC slab-column connections, it is essential to have a comprehensive and updated dataset wherein modern/accurate prediction methods apply.

Conventional experimental tests are the established method for evaluating various characteristics of concrete structures [10, 11]. Recently, machine learning (ML) techniques have found extensive applications across diverse domains within the field of structural engineering, aiming to enhance prediction performance (i.e., accuracy) [12–14]. Machine learning, a subset of artificial intelligence (AI), can analyze extensive datasets and identify patterns, aiding in predicting how structures perform in various situations. ML models can address the complex relationships among the numerous input variables, offering more precise predictions compared to traditional regression analyses [7]. The incorporation of ML methods offers a notably more cost-effective approach. This is particularly true when compared to conducting large-scale experimental studies, especially in scenarios where expensive equipment and time-intensive processes are involved. The above-mentioned advantages of ML models highlight the importance of applying machine learning to predict the PSC of slab-column connections.

Accordingly, a few studies have been conducted to assess the PSC of slab-column connections using ML techniques. As such, an artificial neural network (ANN) was applied to estimate the PSC of slab-column connections using 244 data observations collected from the literature [15]. The study assessed the impact of slab effective depth, reinforcement ratio, and compressive strength of concrete on the punching shear strength (PSS) of slab-column connections. The results suggested that ANN could outperform the available design code equations (e.g., the ACI 318-08 [16] equation) when comparing prediction accuracy. Chetchotisak et al. [17] collected 342 experimental results to estimate the punching shear capacity of the slab-column connections using multiple linear regression (MLR) and ANN models. Results showed that the MLR approach exhibits higher accuracy and simplicity in the prediction of PSS. Similarly, Tran et al. [3] employed MLR and ANN to predict the PSS of the two-way concrete slab-column connections using 218 data observations. Input variables included slab thickness, column section width, effective slab depth, reinforcement ratio, concrete compressive strength, and reinforcement yield strength. Herein, ANN demonstrated higher prediction accuracy compared to MLR and design code equations. Faridmehr et al. [18] introduced a hybrid model combining the Bat algorithm with ANN (Bat-ANN) to estimate the PSS of slab-column connections. Comparing the prediction accuracy of the introduced model with available design codes suggested the superior performance of the Bat-ANN model in terms of prediction accuracy. A further sensitivity analysis was performed using the hybrid Bat-ANN model, highlighting the influential role of the reinforcement ratio in PSS. Naseri Nasab et al. [19] estimated the PSS of RC slabs connected to circular and square columns through ANN models with different configurations, utilizing 164 experimental observations gathered from the literature. The findings indicated that the optimized arrangement of ANN models surpasses existing models in the literature, demonstrating a superior coefficient of determination.
Fuzzy-based models have also been used to estimate the PSS of slab-column connections. As such, Choi et al. [20] developed a fuzzy-based model to forecast the PSS in interior slab-column connections subjected to concentric loads and to address interactions among various punching shear modeling variables. This model substantially enhanced the prediction accuracy of PSS in slab-column connections compared to design codes. Akharpour and Akharpour [21] utilized ANN and the adaptive neuro-fuzzy inference system (ANFIS) to estimate the PSS of two-way RC slabs based on 189 experimental records gathered from the literature. Comparing the models' predictions revealed that the accuracy of the ANN was superior to that of the ANFIS.

The capability of other ML models has been considered in previous studies. As such, Mangalathu et al. [22] examined the effectiveness of ML models in predicting PSS, utilizing a dataset of 380 experimental points. Their results demonstrated that extreme gradient boosting (XGBoost) outperforms existing literature equations in terms of prediction accuracy. Cao [23] introduced a novel strategy by integrating XGBoost with diverse hyperparameter optimization techniques, such as forensic-based investigation (FBI), Bayesian optimization (BO), grid search (GS), random search (RS), and default setting (DS), for predicting punching shear strength (PSS) in RC flat slab-column connections. The study utilized three datasets, each with 207, 241, and 380 data points. The results highlighted the FBI-XGBoost model as the most reliable method for accurately estimating punching shear strength in RC flat slab-column systems. Wu and Zhou [24] utilized a hybrid PSO-SVR model by combining support vector regression (SVR) and particle swarm optimization (PSO) to predict PSS in two-way reinforced concrete slabs. The hybrid model exhibited superior performance, achieving a higher correlation coefficient and smaller error indices than the original SVR model.

As evidenced by the studies reviewed above, it is concluded that a limited number of data observations have been generally used to predict the PSS of slab-column connections. The prediction performance of machine learning techniques significantly depends on the number of data samples used in the modeling [25]. Therefore, an effective strategy for enhancing the accuracy of current prediction models in estimating PSS is to utilize a comprehensive dataset. Further, most of the previous studies applied ANNs, fuzzy-based techniques, and linear regression models. However, other robust prediction models, particularly ensemble learning techniques, have not received enough attention to predict punching shear strength. In other research areas, ensemble learning techniques have demonstrated higher prediction accuracy compared to conventional ML models [26-28], particularly those models utilized for predicting the punching shear strength of slab-column connections (e.g., ANN). For instance, the light gradient boosting machine (LightGBM) exhibited superior performance regarding both prediction accuracy and computational efficiency when compared to a range of prediction techniques, including K-nearest neighbors (KNN) [29], back-propagation ANN [30], and support vector machine [31]. As another ensemble learning method, gradient boosting with categorical features support (CatBoost) demonstrated higher prediction accuracy than conventional machine learning techniques, such as ANN, gaussian naïve Bayes, decision tree (DT), multi-layered perceptron (MLP), and logistic regression (LR) [28, 32]. However, the application of these powerful ensemble learning methods to the punching shear strength of slab-column connections has been limited. Moreover, limited research has investigated the interpretability of intricate ML models, specifically in identifying the most influential parameters on the PSS of slab-column connections and understanding the impact of variations in these parameters on PSS variation.

To address the above-mentioned limitations, this study aims to predict punching shear strength with the highest possible accuracy, employing ensemble machine learning models. A comprehensive dataset comprising 616 experimental results, considered among the most extensive in the author's knowledge, has been meticulously collected from the literature. This dataset is intended to contribute to the development of reliable and accurate prediction models. Different ensemble learning models are applied for the prediction process. From the applied techniques, LightGBM, gradient boosting (GB), and CatBoost, which have demonstrated great prediction accuracy in other areas of structural engineering [26-30] are used for the first time to predict the punching shear strength of RC slab-column connections. The performance of these techniques is compared with existing literature equations. This performance comparison encompasses nearly all pertinent equations found in the literature, demonstrating the efficacy of powerful ensemble learning techniques in predicting the punching shear strength of slab-column connections. The other objective of this study is to consider the influence of different variables on the PSS of slab-column connections, a fundamental aspect of optimizing structural design. For this purpose, feature importance selection is applied using the permutation model to find the most influential parameters in PSS. Additionally, a SHapley Additive exPlanation (SHAP) dependence analysis is conducted to assess how changes in each variable contribute to variations in PSS. Finally, a graphical user interface (GUI) is developed to enhance the practicality and accessibility of this research. The methodology used in this study is summarized in Figure 2. In the following sections, the data preparation process is first presented. Subsequently, the applied machine learning techniques are summarized. Then, the results of the machine learning technique are discussed. Consequently, the outcomes of a feature importance analysis are presented. Afterward, the results of SHAP are presented. Finally, the developed GUI is displayed.
2. Data and Variables

To develop reliable ML models, comprehensive databases are required. The applied database comprising the aforementioned 616 experiments is collected from the literature [33-72] (uploaded to https://github.com/Omid1373/PSC). Concrete compressive strength ($f'_c$), reinforcement ratio ($\rho$), steel yield strength ($f_y$), effective depth ($d$), and critical perimeter ($b_0$) (according to ACI 318-14 [4] and ACI 318-19 [73]) are considered parameters affecting the PSS. These parameters are in accordance with design code equations and the literature survey [4, 5, 15, 39, 74-78]. The input variables of $f'_c$, $\rho$, $1/d$, $f_y$, and $d/b_0$ are chosen due to their direct relevance to the PSS ($\psi_c$, output variable), aligning with the mechanical aspects of punching shear as outlined in existing literature [15, 76, 78] (see Table 1). Statistical inferences about these variables are presented in Table 2. The distribution plots of variables are demonstrated in Figure 3.

Table 1. Description of variables of the study

<table>
<thead>
<tr>
<th>Variables</th>
<th>Unit</th>
<th>Variable type</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$f'_c$</td>
<td>MPa</td>
<td>Input</td>
<td>Concrete compressive strength</td>
</tr>
<tr>
<td>$\rho$</td>
<td>%</td>
<td>Input</td>
<td>Reinforcement ratio</td>
</tr>
<tr>
<td>$1/d$</td>
<td>(1/mm)</td>
<td>Input</td>
<td>Reverse of effective depth</td>
</tr>
<tr>
<td>$f_y$</td>
<td>MPa</td>
<td>Input</td>
<td>Yielding stress of steel</td>
</tr>
<tr>
<td>$d/b_0$</td>
<td>---</td>
<td>Input</td>
<td>Effective depth to critical perimeter ratio</td>
</tr>
<tr>
<td>$\psi_c$</td>
<td>MPa</td>
<td>Output</td>
<td>Nominal shear strength</td>
</tr>
</tbody>
</table>

Table 2. Statistical information of input variables

<table>
<thead>
<tr>
<th>Criteria</th>
<th>$f'_c$ (MPa)</th>
<th>$\rho$ (%)</th>
<th>$1/d$ (1/mm)</th>
<th>$f_y$ (MPa)</th>
<th>$d/b_0$</th>
<th>$\psi_c$ (MPa)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean</td>
<td>41.017</td>
<td>1.278</td>
<td>0.011</td>
<td>520.118</td>
<td>0.091</td>
<td>2.684</td>
</tr>
<tr>
<td>Median</td>
<td>33.500</td>
<td>1.060</td>
<td>0.009</td>
<td>494.000</td>
<td>0.086</td>
<td>2.539</td>
</tr>
<tr>
<td>Minimum</td>
<td>9.500</td>
<td>0.280</td>
<td>0.002</td>
<td>250.000</td>
<td>0.027</td>
<td>0.380</td>
</tr>
<tr>
<td>Maximum</td>
<td>130.100</td>
<td>11.700</td>
<td>0.032</td>
<td>900.000</td>
<td>0.230</td>
<td>8.590</td>
</tr>
<tr>
<td>STD</td>
<td>21.960</td>
<td>1.100</td>
<td>0.006</td>
<td>122.152</td>
<td>0.029</td>
<td>1.029</td>
</tr>
<tr>
<td>COV</td>
<td>0.535</td>
<td>0.861</td>
<td>0.528</td>
<td>0.235</td>
<td>0.319</td>
<td>0.383</td>
</tr>
</tbody>
</table>

Note: STD= Standard Deviation COV= Coefficient of Variance.
To evaluate the correlation of variables, their mutual correlation is calculated using the Pearson equation [79]:

\[
\text{Pearson Correlation} = \frac{\sum_{i=1}^{n}(x_i - \bar{x})(y_i - \bar{y})}{\sqrt{\sum_{i=1}^{n}(x_i - \bar{x})^2 \sum_{i=1}^{n}(y_i - \bar{y})^2}}
\]  

(1)

where \(x_i\) and \(y_i\) are the \(i^{th}\) values of variables \(x\) and \(y\), \(\bar{x}\) and \(\bar{y}\) are the average values of variables \(x\) and \(y\), and \(n\) is the number of samples in the dataset (here, 616). Using this equation, the correlation of variables is calculated, and the heatmap of the variables’ correlation is illustrated in Figure 4. The heatmap of variable correlations displays the patterns and relations between variables in the dataset. The values in the correlation heatmap range between -1 and 1, wherein “-1” signifies perfect negative correlation; the “zero” integer signifies that there is no correlation; and “1” implies perfect positive correlation. The highest correlation is between \(\nu_c\) and \(f'_c\) as well as \(1/d\) and \(d/b_0\), with a correlation magnitude of 0.52.
3. Machine Learning Models

The six ML algorithms are used to predict the RC slab-column connections PSS, including ensemble models of random forest (RF), gradient boosting (GB), adaptive boosting (AdaBoost), gradient boosting with categorical features support (CatBoost), extreme gradient boosting (XGBoost), and light gradient boosting machine (LightGBM). An overview of the ML models is presented below:

3.1. Random Forest (RF)

RF is a robust machine learning method used for a variety of tasks, including classification and regression. In the case of RF, the base model is a decision tree (DT), a structure resembling a tree, wherein each internal node signifies a variable, and each leaf node represents a prediction. The purpose of the DT is to partition the data observations into smaller sets according to the input variable values until each set contains only one target value [80]. The RF algorithm creates multiple DTs by randomly selecting sets of the training data and variables at each iteration, a technique known as bagging, which helps to avoid overfitting and improve the model’s prediction ability. During the prediction phase, the RF algorithm takes the average of the predictions from all the individual DTs to obtain the final prediction ($\hat{y}$), as follows (see Equation 2):

$$\hat{y} = \frac{1}{N} \sum_{i=1}^{N} DT_i(x)$$

where, $N$ is the total number of the decision trees and $DT_i(x)$ is the prediction of $i^{th}$ decision tree for input data. This process, known as ensemble averaging, functions to reduce the variance and improve model accuracy [81].

3.2. Gradient Boosting (GB)

GB is one of the variants of ensemble methods where multiple weak models are created (i.e., decision tree) and then combined for enhanced performance. Each weak learner is trained, and the error residual of them is measured using a loss function. In GB, each new tree tries to reduce the errors generated by the previous ones and reduces the system’s loss function through the gradient descent iterative process. This works by fitting a tree to the residuals (i.e., the differences between experimental and predicted values) of the previous tree. This iterative process continues until the desired level of accuracy is achieved [82].

3.3. Adaptive Boosting (AdaBoost)

AdaBoost is a robust technique that is attractive for a variety of machine learning tasks [83]. Like other ensemble methods, AdaBoost constructs a strong predictor by combining multiple weak learners. In AdaBoost, each weak learner is assigned equal weights at the beginning and is also iteratively trained on the data. After each iteration, the weights of
the misclassified observations are increased, enabling them to receive more attention in the subsequent iteration. This iterative process focuses on improving the accuracy of the overall ensemble model by giving more importance to previously misclassified data points. This learning approach might appear similar to the gradient descent utilized in GB. However, in contrast to adjusting a solitary predictor’s parameter to minimize the cost function, AdaBoost progressively incorporates predictors into the ensemble, leading to gradual enhancement. This process is repeated until a predefined number of weak learners are trained or until the desired level of accuracy is achieved. In the final model, each weak learner’s output is weighted according to its performance, with more accurate learners receiving higher weights. AdaBoost then combines these weak learners to form a robust predictor [84].

3.4. Gradient Boosting with Categorical Features Support (CatBoost)

CatBoost is a powerful and flexible machine learning algorithm that can be employed for an extensive range of applications, particularly in areas where categorical data is common. CatBoost mainly uses Bayesian estimators to avoid overfitting [85]. CatBoost employs a specialized technique to handle categorical variables efficiently. Instead of directly converting them to binary variables, CatBoost uses an ordered boosting scheme combined with target-based statistics. This approach enables CatBoost to directly model categorical variables without the need for one-hot encoding. By doing so, CatBoost significantly reduces computational complexity and saves on training times while maintaining accurate predictions. In addition, CatBoost uses a balanced and symmetric tree structure to generate the ensemble, ensuring that the splits are consistent across all nodes at the same depth [86].

3.5. Extreme Gradient Boosting (XGBoost)

XGBoost is another version of the gradient boosting algorithm developed by Chen & Guestrin [87]. Similar to GB, XGBoost also employs a set of weak learners (e.g., decision trees) to create an ensemble model that is more accurate and powerful than any individual model. The overall prediction of the XGBoost model is obtained by summing the predictions of all the weak models:

\[ \hat{y} = \sum_{k=1}^{K} f_k(x) \]  

where \( \hat{y} \) is the final prediction, \( f_k \) represents the prediction of the \( k \)th weak model for the input \( x \), and \( K \) is the number of weak models. In a mathematical context, XGBoost aims to minimize an objective function that comprises two primary components: a loss function measuring the variance between predicted and actual values, and a regularization term that manages the intricacy of the ensemble. Through the minimization of this function, XGBoost builds a series of decision trees that collaborate harmoniously to yield precise forecasts. The formulation of the objective function is outlined as follows:

\[ \ell(\phi) = \sum_{i=1}^{n} l(y_i, \hat{y}_i) + \sum_{k=1}^{K} \Omega(f_k) \]  

\[ \Omega(f) = \gamma K + 0.5 \lambda \sum_{j=1}^{M} (w_j)^2 \]  

where \( \ell \) is the objective function, \( \phi = \{ f_1, f_2, \ldots, f_K \} \) shows the set of weak models, \( l \) is the loss function, \( y_i \) is the true target, \( \hat{y}_i \) is the predicted target, and \( \Omega \) is the regularization term. Additionally, \( \gamma \) and \( \lambda \) denote the complexity of the leaf node as well as the regularization term, respectively, and \( w_j \) stands for the vector of scores of leaves of \( j \)th tree. By minimizing this function and effectively combining the predictions, XGBoost produces accurate results. XGBoost is intended to deliver better precision and quicker calculation speeds by utilizing several algorithmic improvements, including regularization techniques, customized loss functions, and parallel processing. These enhancements enable XGBoost to process large and intricate datasets more effectively, contributing to its widespread use in various machine learning tasks [87].

3.6. Light Gradient Boosting Machine (LightGBM)

LightGBM is known for its high performance and efficiency, which applies to tasks involving both regression and classification [88]. It is also an ensemble method that combines multiple weak learners to create a robust predictive model. As explained for XGBoost, LightGBM also optimizes an objective function by iteratively adding weak models to the ensemble. The key advantage of LightGBM is its ability to improve memory efficiency and computational costs through parallel learning and distributed computing, and its scalability, which can handle large datasets with numerous input variables. LightGBM employs a histogram-based approach to find the best split points, becoming significantly faster than the traditional approach of searching for the best split points during tree construction [89, 90].
4. Model Implementation and Results

4.1. Optimizing ML Methods and Hyperparameters

To assess how effectively the ML model performs and generalizes, a crucial procedure entails partitioning the dataset into random training and testing subsets. This approach enables training the model on the designated training subset and then assessing its predictive performance on the testing subset. To achieve this, the dataset of this study is randomly partitioned into distinct training and testing subsets. Specifically, 80% of the dataset is designated for training purposes, while the testing subset comprises the remaining 20%. The input variable range differs greatly, as demonstrated in Figure 3, which may reduce the efficiency of ML predictions [91]. To bring the input scales to uniformity, input variables are normalized using Equation 6:

\[
\bar{x} = \frac{x - \mu}{\sigma}
\]

where \(\bar{x}\), \(x\), \(\mu\), and \(\sigma\) are standardized values, original values, the mean and standard deviation of original input values. The standardization is performed using the standard-scaler function available in the scikit-learn package in Python [92].

To determine the best hyperparameters for each model, random search, grid search, and K-fold cross-validation are simultaneously used. Random search is a method in machine learning for optimizing hyperparameters; it randomly samples hyperparameter combinations within defined ranges, assessing performance to discover the best set for a given model. Grid search is a reliable and commonly used method in machine learning that searches through all possible combinations of given hyperparameters to find optimal hyperparameter values [93]. Initially, hyperparameters are selected by conducting a randomized exploration through the process of random search. Following that, an optimization procedure is executed, employing a grid-search methodology to carefully fine-tune the models and obtain optimal hyperparameters, giving the highest model’s prediction accuracy. Ten-fold cross-validation improves the prediction performance and prevents probable overfitting [94]. Ten-fold cross-validation involves splitting the available data into ten equal-sized subsets or "folds." The model is trained on nine of these folds and evaluated on the remaining one. This model is implemented ten times, with each fold applied as the evaluation set once. The final evaluation metric is then calculated as the average of the ten evaluation results. The performance of ten-fold cross-validation is illustrated in Figure 5 [95]. The final hyperparameters of all ML models are presented in Table 3.

![Figure 5. Ten-fold cross-validation method](image)

<table>
<thead>
<tr>
<th>ML models</th>
<th>Optimal hyperparameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>RF</td>
<td>'Bootstrap': False, 'minimum samples leaf': 1, 'criterion': 'mse', 'minimum samples split': 5, 'number of estimators': 500, 'maximum features': 'sqrt'.</td>
</tr>
<tr>
<td>GB</td>
<td>'Subsample': 0.75, 'minimum samples split': 8, 'maximum depth': 7, 'number of estimators': 50, 'minimum samples leaf': 1, 'maximum features': 'sqrt'.</td>
</tr>
<tr>
<td>AdaBoost</td>
<td>'Base estimator': random forest regressor (), 'learning rate': 0.05, 'number of estimators': 100</td>
</tr>
<tr>
<td>CatBoost</td>
<td>'Depth': 4, 'iterations': 450, 'coefficient at the L2 regularization term': 1, 'learning rate': 0.1, 'random strength': 2, 'rsm': 0.75.</td>
</tr>
<tr>
<td>XGBoost</td>
<td>'Learning rate': 0.25, 'maximum depth': 6, 'reg alpha': 1, 'reg lambda': 1, 'minimum child weight': 7, 'subsample': 1, 'subsample bytree': 0.25, 'gamma': 0.</td>
</tr>
<tr>
<td>LightGBM</td>
<td>'Learning rate': 0.06, 'maximum number of bins': 200, 'maximum depth': 9, 'minimum data in leaf': 15, 'number of iterations': 550, 'number of leaves': 30, 'reg alpha': 1, 'reg lambda': 0.</td>
</tr>
</tbody>
</table>
4.2. Performance Indicators

The performance of ML methods is compared using different performance indicators, including the coefficient of determination \((R^2)\), root mean squared error (RMSE), and mean absolute error (MAE). The performance indicators equations are as follows:

\[
R^2 = 1 - \frac{\sum_{i=1}^{n}(y_i - p_i)^2}{\sum_{i=1}^{n}(y_i - \bar{y})^2}
\]

(7)

\[
\text{RMSE} = \sqrt{\frac{1}{n}\sum_{i=1}^{n}(y_i - p_i)^2}
\]

(8)

\[
\text{MAE} = \frac{1}{n}\sum_{i=1}^{n}|y_i - p_i|
\]

(9)

where the \(y_i\) is the experimental value, the \(p_i\) is the prediction value obtained through machine learning algorithms, \(n\) is the number of data samples, and \(\bar{y}\) is the average value of experimental results.

4.3. Prediction Accuracy of ML Methods

All the ensemble models demonstrated a coefficient of determination \((R^2)\) greater than 0.92 for the training set and greater than 0.82 for the test set. According to Table 4, the GB, XGBoost, and LightGBM methods show the highest \(R^2\) values and the lowest RMSE, as well as the lowest MAE values on the test subset in comparison to the other methods. The \(R^2\) of GB, XGBoost, and LightGBM is 0.844, 0.854, and 0.856, respectively. The RMSE of GB, XGBoost, and LightGBM is 0.338, 0.331, and 0.325 MPa, respectively. Further, the MAE of GB, XGBoost, and LightGBM is 0.259, 0.260, and 0.255 MPa, respectively. Execution time is one of the key indices evaluating the computational cost of prediction techniques. Table 4 provides an overview of the average execution time of ML models, offering insights into their computational efficiency. AdaBoost exhibits a considerably higher execution time of 23.621 seconds compared to other ML models. The execution times of GB, XGBoost, and LightGBM are 0.084, 0.151, and 0.378 seconds, respectively.

Table 4. Performance evaluation of ML models

<table>
<thead>
<tr>
<th>Criteria</th>
<th>Data</th>
<th>RF</th>
<th>GB</th>
<th>AdaBoost</th>
<th>CatBoost</th>
<th>XGBoost</th>
<th>LightGBM</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(R^2)</td>
<td>Train</td>
<td>0.927</td>
<td>0.964</td>
<td>0.974</td>
<td>0.962</td>
<td>0.958</td>
<td>0.951</td>
</tr>
<tr>
<td></td>
<td>Test</td>
<td>0.820</td>
<td>0.844</td>
<td>0.831</td>
<td>0.831</td>
<td>0.854</td>
<td>0.856</td>
</tr>
<tr>
<td>RMSE (MPa)</td>
<td>Train</td>
<td>0.287</td>
<td>0.201</td>
<td>0.168</td>
<td>0.206</td>
<td>0.216</td>
<td>0.235</td>
</tr>
<tr>
<td></td>
<td>Test</td>
<td>0.369</td>
<td>0.338</td>
<td>0.350</td>
<td>0.354</td>
<td>0.331</td>
<td>0.325</td>
</tr>
<tr>
<td>MAE (MPa)</td>
<td>Train</td>
<td>0.177</td>
<td>0.126</td>
<td>0.119</td>
<td>0.140</td>
<td>0.132</td>
<td>0.145</td>
</tr>
<tr>
<td></td>
<td>Test</td>
<td>0.264</td>
<td>0.259</td>
<td>0.263</td>
<td>0.263</td>
<td>0.260</td>
<td>0.255</td>
</tr>
<tr>
<td>Execution time</td>
<td>-</td>
<td>1.784</td>
<td>0.084</td>
<td>23.621</td>
<td>0.799</td>
<td>0.151</td>
<td>0.378</td>
</tr>
</tbody>
</table>

Considering all the performance indicators and computational costs, it can be postulated that GB, XGBoost, and LightGBM are the best options for predicting the nominal PSS. Their combination of high prediction accuracy and reasonable computational costs makes them the most suitable options for our current application.

The statistical indicators for GB, XGBoost, and LightGBM are illustrated in Table 5. The proposed ML models, including GB, XGBoost, and LightGBM, exhibit a closely aligned mean of predicted to experimental PSS ratio \((\frac{u_{c,(Pred)}}{u_{c,(Exp)}})\) (1.021 ± 0.132, 1.019 ± 0.132, and 1.012 ± 0.131, respectively). The latter ratio value is approximately unity (1), indicating a high correlation between predicted and experimental results.

Table 4. Statistical indicators for proposed ML models for PSS predictions

<table>
<thead>
<tr>
<th>ML models</th>
<th>Ratio of predicted to experimental PSS ((\frac{u_{c,(Pred)}}{u_{c,(Exp)}}))</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Training set</td>
</tr>
<tr>
<td></td>
<td>Mean</td>
</tr>
<tr>
<td>GB</td>
<td>1.009</td>
</tr>
<tr>
<td>XGBoost</td>
<td>1.009</td>
</tr>
<tr>
<td>LightGBM</td>
<td>1.011</td>
</tr>
</tbody>
</table>
4.4. Comparison between Prediction Accuracy of Proposed ML Models and Existing Equations

This study also evaluates and compares the performance of several machine learning models against existing code equations and equations proposed by previous researchers (see Figure 6). The codes and literature equations are listed in Table 6. So are the critical perimeters used in these equations, as demonstrated in Table 7. Because of variations in the definitions of critical perimeter used in the codes and previous research, the punching shear strength (\(V_c\)) values (in MPa) are converted to punching shear capacity (\(V_n\)) values (in kN). This conversion allows for direct comparisons between the experimental results and the PSC obtained from ML algorithms across the entire dataset. From Figure 6, the EC-2-1-1 [5] equation is found to be the most accurate in predicting PSC among existing equations, with a highest \(R^2\) value of 0.904 and a lowest RMSE value of 131.734 kN, followed by DIN 1045-1 [96] with an \(R^2\) of 0.89 and an RMSE of 141.055 kN. Despite the inherent simplicity of ACI 318-14 [4], it yields a good correlation with experimental results with an \(R^2\) of 0.794. Considering the size factor in ACI 318-19 [73] improves the coefficient of determination by 3.2 percent compared to ACI 318-14 [4]. However, the proposed ML models of GB, XGBoost, and LightGBM provide a significantly improved set of predictions compared to existing equations, with \(R^2\) values of 0.986, 0.986, and 0.983, respectively. Additionally, the RMSE values for GB, XGBoost, and LightGBM are 50.124, 50.472, and 55.412 kN, respectively, representing less than half of the RMSE observed in the codes’ formulas. The mean values of the proposed ML models are found to be close to unity (1), indicating a high proximity of predictions to experimental results. Overall, the findings of this study suggest that ML models can be effectively used to improve the prediction accuracy of PSC, surpassing the accuracy of existing codes [4, 5, 73, 74, 77, 96] and literature equations [39, 75, 76, 78]. The ML approach complements previous experimental and analytical studies, providing an accelerated and reliable method for predicting the behavior of new specimens with varying parameter values.
Figure 6. PSC predictions: (a) ACI 2014 (b) ACI 2019 (c) BS (d) EC (e) DIN (f) JSCE (g) Modified Rankin et al. (h) Sherif et al. (i) Gardner et al. (j) Jabbar et al. (k) GB (l) XGBoost (m) LightGBM

Table 5. Code and previous researchers’ equation for punching shear

<table>
<thead>
<tr>
<th>Codes</th>
<th>Punching shear capacity equations</th>
</tr>
</thead>
<tbody>
<tr>
<td>ACI 318-14 (2014) [4]</td>
<td>( V_{nc} = \frac{1}{2} \sqrt{Tc} b d )</td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td>ACI 318-19 (2019) [73]</td>
<td>( V_{nc} = \min \left( \frac{1}{3}, \frac{1}{6} b h l_{c} \left( \frac{1}{2} + \frac{2}{12} \frac{a_{v}}{h} \right) \right) \sqrt{Tc} b d )</td>
</tr>
<tr>
<td></td>
<td>( \beta = \text{the ratio of length to width of column, } \lambda_{c} = \frac{z}{\sqrt{1 + 0.04z}} )</td>
</tr>
<tr>
<td></td>
<td>( a_{v} = 40 ) (For interior columns)</td>
</tr>
<tr>
<td>BS 8110-1 (1997) [74]</td>
<td>( V_{nc} = 0.79 \left( \frac{f_{b}}{25} \right)^{0.80} \left( \frac{100 \rho}{d} \right)^{0.5} b d )</td>
</tr>
<tr>
<td></td>
<td>( f_{b} &gt; 25 \text{MPa, } \left( \frac{f_{b}}{25} \right)^{0.80} &gt; 1 )</td>
</tr>
<tr>
<td>EC 2-1-1 (2004) [5]</td>
<td>( V_{nc} = 0.18 \left( f_{c} \right)^{0.5} \left( 1 + \frac{200}{d} \right)^{0.1} \left( 100 \rho \right)^{0.5} b d )</td>
</tr>
<tr>
<td></td>
<td>( \rho &lt; 0.02, 1 + \frac{200}{d} \leq 2 )</td>
</tr>
<tr>
<td>DIN 1045-1 (2008) [96]</td>
<td>( V_{nc} = 0.21 \left( f_{c} \right)^{0.5} \left( 1 + \frac{200}{d} \right)^{0.1} \left( 100 \rho \right)^{0.5} b d )</td>
</tr>
<tr>
<td></td>
<td>( \rho &lt; 0.02, 1 + \frac{200}{d} \leq 2 )</td>
</tr>
<tr>
<td>JSCE (2007) [77]</td>
<td>( V_{nc} = 0.2 \sqrt{Tc} \left( \frac{100}{d} \right)^{0.1} \left( 100 \rho \right)^{0.1} \left( 1 + \frac{1}{1 + 0.257} \right) b d )</td>
</tr>
<tr>
<td></td>
<td>( 0.2 \sqrt{Tc} \leq 1.2, \left( \frac{100}{d} \right)^{0.1} &lt; 1.5, \left( 100 \rho \right)^{0.1} &lt; 1.5 )</td>
</tr>
<tr>
<td></td>
<td>( u \sim \text{column’s perimeter} )</td>
</tr>
<tr>
<td>Rankin et al. (2003) [39, 97]</td>
<td>( V_{nc} = 0.78 \left( f_{c} \right)^{0.5} \left( 100 \rho \right)^{0.5} b d )</td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td>Sherif et al. (1996) [75]</td>
<td>( V_{nc} = 0.7 \left( f_{c} \right)^{0.5} \left( 100 \rho \right)^{0.5} b d )</td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td>Gardner et al. (1996) [76]</td>
<td>( V_{nc} = 0.79 \left( f_{c} \right)^{0.5} \left( \rho f_{c} \right)^{0.5} \left( 1 + \frac{200}{d} \right)^{0.1} b d )</td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td>Jabbar et al. (2012) [78]</td>
<td>( V_{nc} = 0.9 \left( f_{c} \right)^{0.5} \left( \frac{200}{d} \right)^{0.1} \left( \rho f_{c} \right)^{0.5} \left( \frac{200}{d} \right)^{0.1} b d )</td>
</tr>
</tbody>
</table>

\( \beta = \text{the ratio of length to width of column, } \lambda_{c} = \frac{z}{\sqrt{1 + 0.04z}} \) 
\( a_{v} = 40 \) (For interior columns)
Table 6. Critical perimeter for different code and literature equations

<table>
<thead>
<tr>
<th>Codes and research</th>
<th>$b_0$ (Square columns)</th>
<th>$b_0$ (Circular columns)</th>
</tr>
</thead>
<tbody>
<tr>
<td>ACI 318-14, 19 [4, 73], JSCE [77], Rankin et al. [39, 97], Sherif et al. [75], Jabbar et al. [78]</td>
<td>$b_0 = 4(c + d)$</td>
<td>$b_0 = \pi(c + d)$</td>
</tr>
<tr>
<td>BS 8110-1 (1997) [74]</td>
<td>$b_0 = 4(c + 3d)$</td>
<td>$b_0 = 4(c + 3d)$</td>
</tr>
<tr>
<td>EC 2-1-1 (2004) [98]</td>
<td>$b_0 = 4(c + \pi d)$</td>
<td>$b_0 = \pi(c + 4d)$</td>
</tr>
<tr>
<td>DIN 1045-1 (2008) [96]</td>
<td>$b_0 = 4c + 3\pi d$</td>
<td>$b_0 = \pi(c + 3d)$</td>
</tr>
</tbody>
</table>

The deviation between the predicted results using proposed ML models and existing equations and experimental records is depicted in Figure 7. The ML models, including GB, XGB, and LightGBM, exhibit remarkable prediction accuracy compared to existing equations, with 97.0%, 95.0%, and 96.5% of their predictions falling within the 0-25% error range, respectively; meanwhile, 2.5%, 4.1%, and 2.8% of the predictions lie within the 25-50% error range. Less than 1% of the predicted outcomes fall within an error range exceeding 50%. The punching shear equations of ACI 318-14 [4] and ACI 318-19 [73] exhibit higher deviations from experimental findings when compared to other equations and ML models, with 46% of the predicted outcomes falling within the 0-25% error range.
5. Feature Importance Analysis

Feature importance analysis using the permutation method is conducted to overcome the black-box nature of ML algorithms so as to evaluate the relative influence of each variable on the PSS of RC slab-column connections. This method (i.e., permutation) was introduced by Berman et al. [80]. The permutation method operates by randomly shuffling the values of a variable and observing the subsequent change in the model’s prediction error as follows:

Primarily, a dataset $A$ consisting of some samples and variables and an output variable $Y$ are presented. Training a machine learning model follows wherein $f(A)$ predicts $Y$ based on $A$. The model’s prediction error is computed based on the original data, denoted as $E(A)$, using a performance metric such as RMSE or other regression accuracy criteria. A randomly shuffle follows where the values of each variable $j$ in $A$ create a new dataset $A'$; the shuffled variable values are denoted as $(A_\_j)'$. The model’s prediction error is computed on the shuffled data $A'$, denoted as $E((A_\_j)')$. The importance score for variable $j$ is then defined as:

$$\text{Importance score } (j) = E(A) - E((A_\_j)')$$

By repeating this process multiple times and calculating the average of the resulting importance scores, one can obtain an accurate measure of the variable’s importance. If the model relies heavily on that variable, shuffling it will have a noticeable impact on the prediction. Feature selection analysis (see Figure 8) reveals that all input parameters influence the PSS. The most influential parameters are, herein, the reinforcement ratio ($\rho$) and compressive strength of concrete ($f'_c$); predominantly included in all existing equations. A higher reinforcement ratio contributes to resisting the widening of cracks and increases the ductility of RC slab-column connections, postponing sudden punching shear failure. Moreover, higher concrete strength delays the formation of cracks and minimizes crack width [15, 18]. The parameters of $(d/b_0)$, $(1/d)$, and $(f_y)$ follow in order of decreasing influence. Notably, the impact of $f_y$ on PSS is found to be the lowest, which can be related to the fact that steel reinforcement seldom reaches its yielding strength during punching shear failure. Notably, even though the input parameters were selected based on literature, including ACI 318-14 [4], EC 2-1-1 [5], DIN 1045-1 [96], Zhang et al. [97], Elshafey et al. [15] and Jabbar et al. [78], there is the potential influence of other parameters on the PSS of RC slab-column connections. However, this study’s remarkably high prediction accuracy ($R^2 = 0.986$) suggests that incorporating additional parameters may not significantly enhance the prediction accuracy.
6. SHAP Dependence Analysis

SHAP dependence analysis is a powerful tool in machine learning that helps improve model interpretability and understanding. It isolates the impact of individual predictor variables on the target variable while holding all other predictors constant. This analysis is implemented, and its outcomes are depicted in Figure 9. As can be seen, there is a clear correlation between $f'_c$ and PSS. This correlation arises because PSS is dependent on the tensile strength of concrete [15, 99], which, in turn, is non-linearly influenced by its compressive strength. Based on SHAP dependence analysis, the correlation between $f'_c$ and PSS is for $f'_c$ up to 80 MPa (see Figure 9-a). Furthermore, PSC increases as the reinforcement ratio ($\rho$) increases. This applies to reinforcement ratios up to 2% (see Figure 9-b), confirming the limitations of EC 2-1-1 [5] and DIN 1045-1 [96]. PSC is not highly influenced by steel yield stress; the latter is not reached prior to the occurrence of punching failure. With an effective depth decrease, nominal PSS increases. Marzouk et al. [100] found that as the slab thickness and effective depth increase, the brittleness of the concrete slab increases, leading to lower shear strength. Nominal PSS is non-linearly related to the depth-critical perimeter ratio ($d/b_0$). This is also supported by literature studies and codes [76-78].

According to SHAP dependence analysis, the equation for calculating the nominal PSS is assumed as follows:

$$v = c_1 f'_c c_2 \rho c_3 \left(\frac{c_4}{d}\right) c_5 \left(\frac{c_6}{b_0}\right)$$

$$0 < c_i \leq 1, i = 2, 3, 4, 5, 6$$

(21)
7. Development of Graphical User Interface (GUI)

A GUI is developed using proposed ML models for predicting the PSC of slab-column connections (see Figure 10). This user-friendly interface simplifies the PSC prediction process, ensuring accessibility for all users regardless of their level of programming expertise. In this interface, the user can simply enter numeric values of \( f'_{c} \), \( \rho \), \( 1/d \), \( f_y \), and \( d/b_0 \) to obtain the PSC of slab-column connections.

![GUI for predicting PSC of slab-column connections](image)

**Figure 10. GUI for predicting the PSC**

8. Conclusions

This study aims to investigate the punching shear strength of reinforced concrete slab-column connections using machine learning algorithms. A comprehensive dataset, including 616 experimental results, is collected from previous studies. Six ensemble machine learning algorithms, including RF, GB, AdaBoost, CatBoost, XGBoost, and LightGBM, are utilized to suggest the most accurate model for estimating the punching shear strength. The major findings of this study are as follows:

- Results demonstrate that GB, XGBoost, and LightGBM deliver the highest \( R^2 \) and lowest RMSE and MAE compared to other machine learning methods for both training and testing subsets. These three methods display low computational cost and, in turn, efficiency. These models are proposed for predicting punching shear strength.
- The accuracy of the proposed ML models in predicting the punching shear capacity of slab-column connections is compared with existing formulas in codes and the literature. The BS EN 1992-2 [5] yields the highest performance among existing equations, achieving an \( R^2 \) of 0.904 and an RMSE of 131.734 kN. For the simple formula of ACI 318-14 [4], a relatively reasonable correlation (\( R^2 = 0.794 \)) is obtained. Incorporating the size factor in ACI 318-19 [73] enhances the coefficient of determination by 3.2% compared to ACI 318-14 [4]. However, the proposed ML models manifest a remarkable enhancement in predicting punching shear capacity, surpassing the accuracy of existing equations. Among these models, GB exhibits the highest level of prediction accuracy. The \( R^2 \) values are notably higher than existing equations at 0.986, 0.986, and 0.983 for GB, XGBoost, and LightGBM, respectively. The corresponding RMSE values are 50.124, 50.472, and 55.412 kN, respectively.
- A feature importance analysis is conducted to investigate the importance of each variable in punching shear strength, confirming the strongest influence is related to reinforcement ratio (\( \rho \)) and concrete compressive strength (\( f'_{c} \)).
- The influence of steel yield strength (\( f_y \)) on punching shear strength is insignificant; for the pre-designed slab-column connections, steel rebar generally does not reach its yield stress prior to punching failure.
- SHAP dependence analysis is conducted to better understand the effect of each variable on punching shear strength. It is concluded that \( \rho \), \( f'_{c} \), \( 1/d \) and \( d/b_0 \) are non-linearly proportional to nominal punching shear strength. This trend is observed for \( \rho \) extending up to 2%, thereby affirming the constraints outlined in EC 2-1-1 [5] and DIN 1045-1 [96].
- One of the limitations of this study is that it does not consider the crack and failure patterns of concrete. Analyzing crack patterns requires experimental investigation. Hence, it is suggested that the crack and failure pattern of concrete be documented using images of punching shear failures, and image processing techniques (e.g., deep learning) be applied for prediction and modeling in future studies.
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